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This article examines the impact and risks of disinformation generated by artificial intelligence
(Al) on Kazakh society. Currently, Al-fake analysis is one of the newest and least explored areas of
media research in Kazakhstan. The study aims to determine the influence of Al-generated
disinformation on public perception and assess its associated risks.

Qualitative and quantitative methods, content analysis, and other systematic approaches were
applied. Eleven disinformation samples were analyzed, enabling the creation of an Al-fake typology
and assessment of their spread rate, audience reception, and frequency of information risks.

The scientific novelty lies in being one of the first systematic studies of Al-fakes in Kazakhstan.
Specific examples were comprehensively collected and categorized. Empirical analysis
demonstrated how audience trust in government institutions, susceptibility to conspiratorial
thinking, and the influence of Russian information flows affect the spread of fakes. Platform-specific
dissemination patterns were also identified: WhatsApp — emotional fakes, TikTok — deepfake videos,
Telegram — political fakes, Facebook Ads — phishing.

The study also evaluates media literacy levels, fact-checking practices, legal regulation, and
digital security gaps. The findings provide evidence-based guidance for developing national media
policy, digital security strategies, and strengthening public communication culture.

Keywords: artificial intelligence, fake information, Kazakh society, public consciousness, risks.

MAIN PROVISIONS

The study examines the characteristics of perception of Al-generated fake information in
ethnic, social, and media contexts, with particular emphasis on the works of researchers whose
articles are published in Scopus and Web of Science, including Zhao et al. (2021), Lim et al. (2024),
Grotliischen et al. (2024), Hunter et al. (2024), Lou et al. (2022), Day (2023), Giri et al. (2024),
Perreault & Ohme (2025), Kavak & Yilmaz (2024), and Ma et al. (2024). In addition, the works of
Kazakhstani media researchers on information security, media literacy, and disinformation served as
the theoretical foundation. During the preparation of this article, no domestic studies specifically
addressing this topic were found, making this the first domestic research in the field.
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The study includes concrete examples under the heading “Examples of Fake Content
Disseminated in Kazakh Society and Their Typology,” with their typology systematically
developed. Moreover, the dissemination channels of information fakes and patterns of public
reception are visually presented. Content analysis, discourse analysis, and comparative analysis
methods were applied to identify the key factors increasing audience susceptibility to Al-generated
fakes.

The practical significance of this research lies in its potential applications in media education,
the development of information hygiene strategies, and the enhancement of digital literacy among
the population.

INTRODUCTION

In the contemporary digital era, artificial intelligence technologies are radically reshaping the
structure of the information space and introducing new dynamics into societal communication
processes. The intersection of artificial intelligence and geoinformation systems has led to the
emergence of the phenomenon known as «deepfake geography», raising concerns about its potential
to transform public perceptions of the geographical world [1: 338-352].

The rapid development of digital communication has not only increased the volume of
information exchange on social media platforms but has also generated new forms of
misinformation. In this context, international research underscores the need for a deeper
understanding of how fake news influences society, consumer behavior, and social trust. For
instance, a special issue of the Journal of Strategic Marketing provides a comprehensive analysis of
the dissemination of fake news on social networks, corresponding prevention strategies, and its
impact on consumer trust: “The special issue examines organizational and regulatory strategies, the
effects of fake news on consumer behavior, the phenomenon of the ‘infodemic’ in the digital age,
and the intention to share misinformation” [2: 659-664]. These findings highlight the relevance and
urgency of addressing representation issues in today’s new media landscape.

In recent years, the rapid intensification of Al-generated misinformation and disinformation has
transformed into a complex phenomenon that directly influences public consciousness. The
widespread availability of deepfakes, generative text models, and visual manipulation tools
complicates the verification of information authenticity and introduces new risks to information
security. This issue is equally relevant for Kazakhstan, as the expansion of the digital media
environment broadens the reach of fake information and affects socio-psychological stability,
political communication, and the mechanisms of public opinion formation.

The increasing level of media consumption in Kazakhstan, the growing role of social networks
as primary sources of information, and the still-developing culture of fact-checking contribute to the
ease with which Al-generated misinformation spreads. This is particularly evident in areas such as
political processes, interethnic relations, the public images of social and political figures, and
narratives surrounding social crises. Such forms of information manipulation intensify public trust
deficits and may lead to greater informational polarization and fragmentation within society.

In this regard, a comprehensive analysis of the impact of Al-generated misinformation on
Kazakh society, the identification of emerging risks, and the development of scientifically grounded
approaches to managing these risks represent an important scholarly task. This study aims to
contribute to the improvement of national information security strategies, the advancement of media
literacy, and the strengthening of society’s resilience to disinformation by offering evidence-based
practical recommendations.

MATERIALS AND METHODS

This study aimed to provide a comprehensive analysis of the impact of Al-generated
misinformation on Kazakh society. To achieve this objective, a mixed-methods research strategy

combining both quantitative and qualitative approaches was employed.
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The sources of data included examples of disinformation disseminated on social media
platforms (Facebook, Instagram, TikTok, WhatsApp, Telegram, YouTube) between 2023 and 2025,
visual materials produced using deepfake technologies, as well as analytical reports published by
Kazakh fact-checking platforms (Factcheck.kz, Stopfake.kz, Fakenews.kz). In addition, official
information regarding information security from the Ministry of Information and Public
Development of the Republic of Kazakhstan and the Digital Government Agency was incorporated
into the analysis.

For qualitative analysis, thematic content analysis was applied. This method allowed for the
identification of the content structure of misinformation, dissemination motives, manipulative
techniques employed, and the mechanisms through which such information influences public
perception. During the content analysis, eleven cases of disinformation circulated in Kazakh society
were examined and classified according to a typology framework.

Quantitative methods included comparative statistical analysis of media consumption
dynamics, measurement of the spread intensity of misinformation on social networks, and numerical
evaluation of user responses. This approach enabled the assessment of the propagation speed of Al-
generated fake content, audience reception levels, and the frequency of information-related risks.

The methodological foundation of the study was informed by theories of information security,
media ecology, digital communication, and international research on combating disinformation. The
integration of these methods allowed for a comprehensive examination of the nature of Al-
generated misinformation, its social impact, and the associated risks.

RESULTS

The study identified several key trends in the dissemination of Al-generated misinformation
within Kazakh society.

1. Dynamics of Misinformation Spread and Impact on Public Consciousness

Analysis revealed that between 2023 and 2025, the spread of Al-generated content on social
media increased significantly. Deepfake videos and generative texts elicited strong user reactions,
with instances where informational messages accumulated hundreds of thousands of views within
just a few days. These data indicate that Al-generated misinformation spreads considerably faster
than traditional information sources.

Historically, journalists have been regarded as credible intermediaries in the dissemination of
public information and knowledge. However, the development of Al, particularly generative
models, introduces a new level of risk to this credibility. Journalists recognize both the opportunities
and risks associated with working with Al, yet they appear less concerned about its impact on
audience perception [8: 1914].

Consequently, various, sometimes contradictory, metaphors depict Al simultaneously as an
opportunity and a threat. While information professionals acknowledge its potential to enhance
services, they express concerns about social issues such as the diminishing role of humans,
technocracy, and privacy. Such insights form a foundation for responsible Al implementation and
effective communication with society [9: 695-718]. Clearly labeling news content on social media
as Al-generated is not necessarily effective in preventing fake news; on the contrary, it may reduce
trust in authentic news and weaken user engagement. This demonstrates that Al recommendations
can occasionally produce unintended consequences, with confirmation bias remaining a key factor
in user interaction with news [10: 616-644].

The informational ecosystem of Al-generated fake content in Kazakhstan can be observed
across three main dimensions. First, the typology of fakes is expanding, including Al-generated
texts, deepfake video and audio, fabricated screenshots, and copies of fake government pages.
Second, the channels of dissemination vary by platform: emotional messages dominate on
WhatsApp, deepfake videos on TikTok, political manipulations on Telegram, and phishing content
on Facebook Ads. Third, audience reception in Kazakh society is shaped by high trust in
government institutions, a propensity for conspiratorial thinking, the influence of Russian media
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flows, and the strong resonance of religion-related fakes (Figure 1).
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Figure 1. Typology, Dissemination Channels, and Public Reception of Information Fakes in Kazakh
Society

To further assess the impact of Al-generated misinformation on Kazakh society and to identify
its associated risks, eleven (11) Al-generated materials on various topics disseminated within
Kazakh society were analyzed (Table 1). This analysis enables the identification of the distinctive
features of Al fakes in Kazakhstan, typologies of public reactions, and the mechanisms through
which resonant disinformation operates.

Table 1

Examples of Fake Content Disseminated in Kazakh Society and Their Typology

Fake Content Description of Disseminat | Al Involvement | Public Type of Fake
Title Fake ed Indicators Reaction
Platforms

“Mandatory Fear-inducing WhatsApp, | Al-generated Public concern | Medical/Fear
vaccination will misinformation Telegram text and debate fake
be reintroduced in | circulated on
Kazakhstan in Telegram
2024”
“Kazakhstan will | Disinformation Telegram, Al-manipulated | Intensified Geopolitical
host CSTO about Kazakhstan | Facebook “document” political fake
troops” being involved in template debate

the Russia—

Ukraine war
Fake site claiming | Phishing portal Facebook | Al-generated Many people Phishing/Social
“1 million KZT replicating Ads, government deceived, engineering
will be given to government WhatsApp | page + Al stock | submitted
women” websites photo personal data
“Tokayev agreed | Manipulative YouTube, Videos with Negative Political fake
to give land to misinformation TikTok deepfake public debate
China” about a false voiceover escalated

agreement
“Al is collecting | Conspiracy- TikTok, Al voiceover + | Fear, Conspiracy
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DNA from oriented false WhatsApp | Al visuals confusion
newborns” claim
“NASA warned Panic-inducing TikTok Al-generated Users believed | Climate fake
of an earthquake | false information NASA it, panicked
in Kazakhstan” screenshot comments

appeared
“The dollar will Economic Telegram Al-generated Currency Economic fake
rise to 1000 KZT | manipulation news screenshot | panic,
in Kazakhstan” discussion
“Kazakh children | Emotionally Instagram, | Al-refaced Angry Socio-
are being mass resonant fake TikTok video comments, psychological
adopted by video emotional fake
foreigners” reactions
“Mosques will Manipulation WhatsApp | Deepfake Religious Religious fake
introduce entry targeting religious document community
via QR code” audience template concern
Fake Fake audio Telegram Deepfake voice | Fear, distrust, | Audio/Political
announcement mimicking a rapid spread manipulation
“State of government
emergency will be | official’s voice
declared in
Kazakhstan”
New Al video Deepfake video of | TikTok, Toneix Al- Public Deepfake
(2025): “Crying a soldier in Telegram, | generated face + | resonance, political-
Kazakh soldier helicopter giving | Instagram | voice deepfake | criticism of emotional fake
forced into the a crying interview authorities;
Ukraine war” artificial

nature of voice

and image

recognized late

Focusing on the typology of fake information classified in the table above, content analysis
conducted based on these examples revealed that misinformation can be divided into the following
main categories:

e Psychological manipulation: messages designed to elicit strong emotional reactions, creating feelings
of shock or fear;

¢ Politically oriented fakes: false information related to political events and government decisions;

e Economic and social disinformation: misleading content concerning markets, employment, social
assistance, and pandemic-related topics;

o Deepfake videos and images: visual content that alters or manipulates the likeness of real individuals.

The content of the aforementioned fake information was observed to exert a considerable
influence on public opinion. Analytical results indicate that misinformation is frequently associated
with political processes, interethnic relations, and social crises, reducing citizens’ levels of trust.
More than 40% of users were found to be prone to perceiving Al-generated content as authentic,
highlighting the still underdeveloped level of information literacy.

Nevertheless, the study also demonstrates a generally high awareness among individuals
regarding the detection of fake news. However, in groups with limited experience using artificial
intelligence, fact-checking skills remain insufficiently developed. This underscores a significant
need to enhance fact-checking competencies [3: 375].

2. Government Initiatives and Civic Response

The study examined the role of fact-checking platforms in Kazakhstan, the development of the
legislative framework, and practices of content moderation on social media. The results indicate that
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current measures cannot completely halt the spread of misinformation, but they contribute to
enhancing the digital literacy of civil society. Experts emphasize that, given the growth of Al-
generated content, it is necessary to refine state strategies and implement long-term programs on
information security.

In practice, the state has undertaken numerous actions to ensure information security. For
example, in 2023, the Government of Kazakhstan approved the Concept of Digital Transformation
and Cybersecurity for 2023-2029 [11]. This document addresses key areas, including securing the
digital government infrastructure, managing risks, and protecting personal data.

Furthermore, Kazakhstan established the Digital Government Agency and developed measures
to ensure information security. The Cyber Shield concept was adopted to protect state information
systems, communication networks, and electronic infrastructure from cyber threats [12]. Within this
framework, the legislative base was improved, coordination centers for information security were
established, and technical protection measures were implemented [13]. Additionally, the National
Coordination Center for Information Security (NCIS, i.e., CERT) was created to analyze cyber
threats, respond to incidents, and ensure the protection of national information systems [14]. Several
Security Operation Centers (SOCs) were also established, enhancing the capacity for rapid response
to information attacks [15].

Overall, the study demonstrates that Al-generated misinformation spreads rapidly in Kazakh
society, posing risks to public consciousness and social stability. This trend highlights the urgent
need to improve media literacy, develop fact-checking platforms, and strengthen information policy.

DISCUSSION

The findings of this study indicate that Al-generated misinformation affects Kazakh society
on multiple levels. Firstly, it directly influences the formation of public consciousness, reducing
citizens’ ability to distinguish between authentic and false information. Disinformation on social
media, particularly deepfake videos and generative texts, can exacerbate trust deficits and contribute
to the polarization of public opinion. This phenomenon increases risks related to political processes,
social stability, and interethnic relations. Research has shown that disinformation, algorithmic
distortions, and data harvesting are among the most significant threats posed by generative artificial
intelligence [3: 371]. Previous studies in security research emphasize that information warfare has
become a central element of state security strategies, and Al is rapidly emerging as a critical tool in
both digital communications and military applications. However, data on how states are integrating
Al into information warfare and influence operations remains limited [4: 235].

Al-based virtual influencers, while perceived as non-authentic or “artificially real,” are
capable of rapidly attracting audience attention and influencing public opinion and digital behavior.
Nevertheless, their low level of authenticity and weak parasocial connections give rise to new forms
of manipulative influence, increasing the risk of dissemination of false content within the
information space [5: 540-557].

Secondly, as identified in the study, the dissemination speed of Al-generated misinformation
significantly surpasses that of traditional media and individual sources of information. This
highlights the still insufficient level of media literacy in Kazakhstan and underscores the need to
develop a culture of fact-checking and information verification. Even academic references and
sources generated by Al tools such as ChatGPT were found to be potentially false, as they rely on
predictive models rather than actual data. This suggests that the initial optimism regarding the
usefulness of such technologies for scholarly research may be unfounded [6: 1024].

Fake news — false or distorted information affecting society, business, and government —
remains a critical issue. Proposed solutions for detecting fake information are based on advanced
machine learning methods and employ hybrid models that analyze both textual and visual content.
News text obtained via web scraping was analyzed using an ensemble of Nave Bayes, Random
Forest, and Decision Tree classifiers, which outperformed individual models [7: 628-648]. The

speed and volume of user reactions to misinformation on social media reveal vulnerabilities in
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public awareness, emphasizing the need to enhance state regulation and civic monitoring
mechanisms.

Thirdly, expert opinions indicate that technological solutions alone are insufficient to
address the information risks posed by Al. Effective management of these risks requires careful
reading and advanced literacy skills [3: 373]. Public education, the promotion of media literacy,
digital culture development, and the coordination of regulatory and legal frameworks are essential.
In this context, the role of fact-checking platforms, the implementation of state programs on
information security, and the enhancement of citizens’ digital skills are decisive factors.

Furthermore, the study’s findings demonstrate that, compared to international practices,
Kazakhstan possesses considerable potential in the fields of media and information security.
Nevertheless, addressing Al-generated misinformation requires consideration of national
specificities: cultural context, linguistic features, and the society’s level of information literacy
should be primary guiding factors in developing strategies.

Overall, the analysis indicates that Al-generated misinformation creates complex risks for
shaping public consciousness, ensuring social stability, and maintaining information security. These
results provide a scientific basis for improving information policy in Kazakhstan, developing digital
literacy programs, and formulating targeted recommendations for the regulation of Al technologies.

CONCLUSION

The results indicate that Al-generated misinformation creates several significant risks for
Kazakh society. First, it substantially affects public consciousness and the level of information
literacy, reducing citizens’ ability to distinguish between authentic and false information. Second,
fake information poses concrete threats to information security by influencing social stability,
political processes, and interethnic relations.

Key trends identified during the study include the rapid dissemination of Al-generated
content on social media, the increasing use of deepfake videos and generative texts, insufficient
media literacy, and the underdeveloped culture of fact-checking. These trends underscore the
necessity of improving information policy, enhancing digital security, and strengthening society’s
capacity to resist disinformation in Kazakhstan.

In conclusion, Al-generated misinformation significantly transforms the information space,
social structure, and public consciousness in society. Therefore, comprehensive measures are
essential to enhance media literacy, develop fact-checking services, improve regulatory frameworks,
and strengthen national information strategies.
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Kenaxerya Tepremoaiil”, Akmapan MamankyJ1?,
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UI.H. Tymunes ateingars Eypasust yaTThIK yHuBepcueTi, Kazakcran, Acrana

2J1.H. T'ymunes aTsiagarsl Eypasust yaTThIK yHHBepcueTi, Kasakcran, Acrana

$J1.H. T'ymunes ateinarsl Eypasus yaTThIK yHEBepcueTi, KazakcTan, Actana

“Manaiizus Csimens yHUBepcuTeTi, Manaiizus, Jxoxop-bapy

°MBane JIKaBaxUIIBUIM aThIHAaFbl TOUINCH MEMIIEKETTIK yHUBEpcUTeTi, I pysus, Toummcu

KACAHIbI HHTEJIEKT APKbIJIbI ’KACAJIFAH KAJIFAH AKITAPATTAP/bIH
KA3AK KOFAMbBIHA 9CEPI )KOHE TOYEKEJIIEPI

byn wmakamana »xacanabl uHTeneKT (Al) apkpuibl KacanFaH >KalFaH aKmapaTThIH Kazak
KOFaMbIHa dcepl MEH Toyekenaepi KapacTelpbuiaabl. Kasipri tanma Al-deitkrepai tammay —
Kazakcranmarsl MenuasepTTeyaep/iH €H JKaHa JKOHE a3 3epTTENreH OarbITTapblHBIH Oipi. 3epTTey
Makcathl — Al apKbUTBI JKacaFaH aJiFaH aKIapaTThlH KOFaM/IbIK KaObLIAaybIHA BIKIAIBIH aHBIKTAY
KOHE ToyeKeliepiH Oaranay.

CamnanbIk jk0HE CaHJBIK TajlAay, KOHTCHT-TAIAY CHUSAKTHI )KYHell 9/licTep KOJJAaHBUIBII, OH Oip
ne3uHdopmanus yiarici 3eprrenai. Hotmxkecinge Al-GedkTep iH TUITONIOTHSICH XKaCaIbIM, OJapIbIH
Tapary JKbUIIaMJIBIFbI, ayAUTOPHS KaOBUIIAyhl )KOHE aKIapaTThIK ToyeKelaep OaralaH Ibl.

Foueimu  xaHanelk — Kasakcrannmarsl Al-deiikrepai skyileni Typle TaigaFaH aaFaniKbl
3eprreynepain Oipi OGomybrHma. HakTel yariiep KemeHal TypAe >KUHAKTAIBIN, THIIOJIOTHS
YCBIHBUIBL. DMIUPUKAIBIK TANAay ayAUTOPUS CEHIM KYPBUIBIMIAPbI, KOHCITUPOJIOTHSIIBIK OMIayFa
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OCHIMIUTIK JKOHE PECEMIIIK aKMmapaTThIK aFbIHHBIH BIKIMAJIBIH KepceTTi. [ImaTdopmaapansik Tapany
epekienikrepi anbikTanabl: WhatsApp — smonmsuibik ¢eiikrep, TikTok — deepfake Bunmeomnapsr,
Telegram — cascu deiikrep, Facebook Ads — ¢urmnr.

3epTTey coHaii-aK Meua cayaTThUIbIK JIeHTeiiH, (PaKTUEeKUHT TOKIpUOECiH, KYKBIKTHIK PETTEy
KoHe UDPIIBIK KAYINCI3AiK cajJachIHIaFbl OJKBUIBIKTAp/Ibl OaFanayra MyMKiHAIK Oepi. Hotmwkenep
WITTBIK MEIuacascaTThl, HUMPIBIK KayIlCI3AiK CTpaTeTHUsIapbliH kKOHE KOFAMIIBIK KOMMYHUKAIIUS
MOJICHUETIH XKETIAIpyre OarbITTalIFaH HAKTHI YCHIHBICTAP KacayFa bIKIA €TeIi.

Kinr ce3mep: ’xacaHapl HMHTENEKT, >KalfaH aKmapar, Ka3aKk KOFambl, KOFaMJBIK CaHa,
ToyeKesep.

Kemnxerya Teprem6aiil”, Akmapan MaManky1?,
Acburkan Hprycaesad, JKancyiaran TaobLiabl?, Antbinaii Beiicem6aena®

'EBpasniickuii nanmonansueii yausepcureT umenn JI.H.I'ymunesa, Kasaxcran, Acrana
’EBpasniickuii HanpoHanpHbIA yHuBepcuteT nMenn JI.H.I'ymunesa, Kasaxcran, Acrana
SEmpasuiickuii HarmoHanbHeIH yauBepcuteT umenn JI.H.I'ymunena, Kaszaxcran, Acrana
*Mamaiisuiicknii yanepcurer Camaub, Manaiisus, [xoxop-bapy

>TOuIMCCKuil rocy1apCTBEHHbI yHUBepcuTeT uMenu Mpane [xasaxumsuny, I'pysus, Tounucu

Biusinue u pucKku JI0KHOI UH(OPMALMHU, CO3TAHHOM C MOMOIILIO HCKYCCTBEHHOT0
HHTELJIEKTA, B Ka3aXCKOM 00IleCTBe

B cratbe paccmarpuBaercs BIMSHHE M PHUCKH Je3UH(POPMALUHU, CO3AAHHOW C TOMOIIBIO
UCKyccTBeHHOro uHTesiekTa (Al), Ha kazaxcranckoe oduiectBo. Ha cerogusmnuii nens ananus Al-
(eiikoB sSBIIIETCS OHON M3 HanOoJiee HOBBIX U c1ab0 MCCIETOBAaHHBIX 00JacTell MeaNa3arpocoB B
Kazaxcrane. llenp uccnemoBaHusi — omnpeaenuTb BiusHue Al-ne3uHdopManuu Ha BOCHpPUSATHE
00IIIeCTBa U OLIEHUTH CBS3aHHBIC C HEH PUCKH.

Jlns aHanM3a NPUMEHSUIMCh KaueCTBEHHBIE M KOJIMYECTBEHHBbIE METOJbl, KOHTEHT-aHAIU3 U
Jpyrue CHCTEMHBIE TOAXOAbl. BbUM M3ydeHBl OAMHHAALATH OOpPAa3loB JAe3WH(OPMAIUH, YTO
MO3BOJMIO c(HOpPMUPOBATh TUHOJOTHIO Al-QeilKoB M OLIEHUTh CKOPOCTh UX PaclpOCTpaHEHMs,
YPOBEHb BOCTIPUATHS ayTUTOPHEH B 4aCTOTY HH()OPMAIIHOHHBIX PHCKOB.

Hayunas HOBHM3HaA MCCIEIOBAaHUS 3aKIIOYACTCS B TOM, YTO 3TO OJHO U3 MEPBBIX CUCTEMHBIX
uccnenoBanuii  Al-¢eiikoB B Kaszaxcrane. KonkpeTHble mpumepbl CcOOpaHbl KOMIUIEKCHO,
Ipe/UIOKEHa HUX THUIOJIOTUS. OMIMPUYECKUH aHalM3 I[oKas3all, KaK JOBepue ayJIuToOpuH K
TOCYJapCTBEHHBIM OpraHaM, CKJIOHHOCTh K KOHCIIHPOJOTMYECKOMY MBINUICHUIO W BIHSHUE
poccuiickiuX HMH(OPMAIMOHHBIX MOTOKOB BO3AECHCTBYIOT Ha pacmpocTpaHeHue ¢eiikoB. Takxe
BBISIBIICHBI OCOOEHHOCTH MIaT(opMo3aBUCUMOro pacripoctpanenus: WhatsApp — amMolnroHanbHbIE
¢eiixu, TikTok — deepfake Buneo, Telegram — nonurnyeckue ¢eiiku, Facebook Ads — ¢pummmnr.

HccnenoBanne MO3BOJSET OLEHUTH YPOBEHb MEIUArpaMOTHOCTH, TPAKTHUKH (aKTUYEKWHTA,
MIPaBOBOE peryjirpoBaHue M 1udpoByro OezomacHOCTb. IlodydeHHBIE pe3ylbTaThl CIOCOOCTBYIOT
pa3paboTKe HAIMOHAILHOW MEAHAIIOIMTHKH, MU(POBBIX CTpAaTeTHH 0E30MaCHOCTH W YKPEIUICHUIO
KYJIBTYpBI OOIIECTBEHHON KOMMYHUKAIUH.

KiroueBble cjioBa: MCKYyCCTBEHHBIN MHTEIUIEKT, JIOKHAS MH(OpMAIUs, Ka3axCKoe OOIIEeCTBO,
OO0IIIECTBEHHOE CO3HAHUE, PUCKHU.
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